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Abstract
Scene text translation aims to automatically translate text

in images or videos while preserving its visual features. In
this work, we focus on scene text translation for complex
writing system by taking Japanese as a typical example.
We build a pipeline to translate from English to Japanese,
leveraging publicly available modules for text detection,
recognition, and translation, and train our own text replace-
ment model specialized for English-to-Japanese transfor-
mations. Experiments show that the system can effectively
generate translated text in Japanese while retaining much
of the original style, although background regeneration and
handling of Kanji remain open challenges.

1 Introduction
When watching a foreign movie, untranslated on-screen

text in the background often hinders understanding of the
scene, as shown in Figure 1. Translating such text and
placing it in the correct position with similar style typically
requires significant manual effort.

Scene text translation systems [1] (also referred to as
cross-language text editing systems [2]) provide an au-
tomatic solution by translating the source text in video
scenes into the target language while preserving the vi-
sual features of the original text, such as its location, font,
and background. This is typically achieved by integrating
scene text detection and recognition, machine translation,
and scene text replacement modules.

However, translating scene text into complex writing
systems is challenging. Japanese can be regarded as a
typical example of a complex writing system, which en-
compasses thousands of distinct characters across multiple
forms (e.g., Kanji, Hiragana, Katakana).

To address this, we train a specialized Japanese text re-
placement module by 1) synthesizing 100k cross-lingual

Figure 1 An example of translating scene text from English
to Japanese in videos, while preserving the original position and
style.

text images from English to Japanese, and 2) fine-tuning
the English SRNet model [2] on our synthetic dataset. For
other modules in our English-to-Japanese scene text trans-
lation system, we leverage publicly available models in-
cluding the FAST text detection model [3], the CRNN text
recognition model [4], and the NLLB200 machine transla-
tion model [5].

Experiments show that our model performs better than
baselines in generating Japanese text but underperforms
them in background regeneration. We also found that gen-
erating Kanji characters is more challenging than generat-
ing Katakana or Hiragana characters.

2 Background
We introduce the modules involved in our scene text

translation system, including detecting and recognizing
the English text in each frame (Section 2.1), translating
it into the target language (Section 2.2), and placing it
back into the original position with similar visual features
(Section 2.3). Previous scene text translation systems are
introduced in Section 2.4.

2.1 Text Detection and Recognition

Scene text detection aims to identify text regions in nat-
ural (often noisy) scenes [3, 6, 7, 8]. We adopt the FAST
(faster arbitrarily-shaped text detector) [3] system, which
achieves real-time, high-accuracy detection for curved text
and supports multiple languages including Japanese.
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Figure 2 Scene Text Translation Pipeline.

Scene text recognition then extracts text from the de-
tected sub-images. This is typically done with optical
character recognition (OCR) models such as CRNN [4],
SSDAN [9], or PaddleOCR.1）In our work, we use the
CRNN [4] system because it handles sequences without
explicit character segmentation and supports non-Latin
scripts such as Japanese or Chinese.

2.2 Machine Translation

Next, the extracted source text is translated into the target
language through a separate neural machine translation
(NMT) system [5, 10, 11]. We employ the NLLB200 [5]
model, a state-of-the-art multilingual NMT system that
provides high-quality English to Japanese translation.

Although multimodal machine translation (MMT) that
uses images [12, 13] or videos [14, 15] as assisting infor-
mation can yield better performance, we adopt an efficient
text-to-text MT approach for real-time video translation.

2.3 Scene Text Replacement

Scene text replacement aims to edit the text in an image
by replacing it with new text while preserving the original
text style and background information. The model typi-
cally takes two inputs: a scene text image to be edited and
the new text to be inserted. It then outputs a new image con-
taining the new text. Previous works include SRNet [2],
STEFANN [16], SwapText [17], and STRIVE [18]. We
apply the SRNet architecture, which comprise a text con-
version module, a background inpainting module, and a
fusion module, since its code is publicly available.2）

1） https://github.com/PaddlePaddle/PaddleOCR
2） https://github.com/lksshw/SRNet

2.4 Scene Text Translation

Scene text translation has been explored in both re-
search [1, 19, 20] and commercial applications (e.g.,
Google Translate’s Camera mode). However, previous sys-
tems [19, 20] typically focus on image translation without
adapting text style, or are limited to Indic scripts such as
English to Hindi [1].

Our paper presents the first study to explore English to
Japanese translation in video scenes, addressing the chal-
lenge of the large number of characters and complex scripts
in Japanese.

3 Method
Our pipeline consists of six key modules―text detection,

transformation, text recognition, machine translation, text
replacement, and text insertion― as shown in Figure 2.
The process begins with an input image containing text,
from which the pipeline detects text regions, crops them,
and transforms these regions into a rectangular shape. The
transformed text image is then recognized and translated
from English to Japanese. Next, given the transformed text
image and the translated Japanese text, the text replacement
module generates a new text image in Japanese with the
same background and a visually similar text style. Finally,
the translated text image is inserted back into the original
image, replacing the corresponding English text region.

In this work, we employed publicly available mod-
els wherever possible. Specifically, we used the FAST
model [3] for text detection, the CRNN model [4] for
text recognition, and the NLLB200 model [5] for machine
translation. For the transformation module, we adopted
perspective transformation, a geometric function that re-
shapes a quadrilateral image into a rectangular one. Con-
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Figure 3 Examples of synthetic data. From top to bottom:
background, text skeleton, foreground text, target image with
Japanese text, source image with English text.

versely, for the insertion module, we utilized inverse per-
spective transformation to accurately position the trans-
lated text image within the original parent image.

For text replacement, we trained our own model because
no pre-existing cross-lingual text replacement model (from
English to Japanese) was available. Specifically, we syn-
thesized 100k sets of images as the training data of our
text replacement model. Since SRNet is trained on mul-
tiple objectives to optimize text conversion, background
inpainting, and the fusion module, we synthesize the fol-
lowing for each set: two style images (one for English and
one for Japanese),3）a background image, a foreground
Japanese text image, and a Japanese text skeleton image,
as shown in Figure 3. The style of text is generated by
randomly selecting text fonts, color, and parameters of de-
formation, and background image is randomly chosen from
a background set. This data synthetic process follows the
design of the English text replacement approach described
in [2]. The primary difference is that our target texts are
in Japanese, randomly selected from a set of 45k Japanese
words.4）Additionally, we leveraged an existing English
model by fine-tuning SRNet𝑒𝑛 [2] on our synthetic dataset,
where the input is English style image and the output is
the paired Japanese style image, resulting in xSRNet𝑒𝑛 𝑗𝑎.
Since the original SRNet𝑒𝑛 weights were not publicly re-
leased, we fine-tuned a reproduced version of the model
instead. Both the synthetic tool and the SRNet𝑒𝑛 model
are available in a public repository.5）

3） They are not necessary to be parallel words.
4） https://github.com/hingston/japanese

5） https://github.com/lksshw/SRNet

Model MSE↓ PSNR↑ SSIM↑
EnSource𝑖𝑛 29.79 33.65 0.61
Background𝑟𝑒 𝑓 18.71 35.91 0.75
Foreground𝑟𝑒 𝑓 95.65 28.60 0.46
SRNet𝑒𝑛 54.55 31.01 0.57
xSRNet𝑒𝑛 𝑗𝑎 (ours) 73.94 29.66 0.63

Table 1 Quality assessment of cross-lingual text replacement.
Bold and underlined scores are first and second best, respectively.

4 Evaluation
In this section, we assess our pipeline by first examining

the quality of text replacement and then evaluating the
overall performance of our scene text translation pipeline.

4.1 Quality of Text Replacement

We measured the quality of text replacement using Mean
Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR),
and Structural Similarity (SSIM) metrics [21]. To compute
these metrics, the evaluation dataset must comprise of En-
glish text images as model inputs and Japanese text images
as references, of which English and Japanese texts are mu-
tually translated. Due to the absence of such dataset for the
English-Japanese pairs, we synthesized 1k images using a
distinct set of background images6）and pairwise English-
Japanese text data,7）all of which differ from our synthetic
training dataset. Table 1 summarizes the performance of
our xSRNet𝑒𝑛 𝑗𝑎 model, evaluated via MSE, PSNR, and
SSIM. We compare our model against SRNet𝑒𝑛, which was
trained solely for English text replacement and applied here
for cross-lingual text replacement. We further include three
strong baselines that share part of reference by computing
evaluation metrics on ground-truth Japanese text images
against their respective: (1) source image with English text
(EnSource𝑖𝑛), (2) ground-truth background images with-
out text on it (Background𝑟𝑒 𝑓 ), and (3) forground Japanese
text with a grey background (Foreground𝑟𝑒 𝑓 ). The sam-
ples of (1), (2), and (3) are similar to those in Figure 3 at
line five, one, and three, respectively.

As a result, Background𝑟𝑒 𝑓 achieves the best perfor-
mance across all metrics, which is not surprising given that
the background in the evaluation dataset is challenging, and
neither SRNet𝑒𝑛 nor xSRNet𝑒𝑛 𝑗𝑎 is expected to perfectly
regenerate the background. Our model, xSRNet𝑒𝑛 𝑗𝑎, un-

6） https://github.com/clovaai/synthtiger

7） https://github.com/facebookresearch/MUSE
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Figure 4 Samples generated by text replacement modules.
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Figure 5 Samples generated by our scene text translation pipeline.

derperforms compared to enSceneImg𝑖𝑛 and even SRNet𝑒𝑛
in terms of MSE and PSNR, indicating that further im-
provements in background regeneration are needed. How-
ever, instead of focusing solely on absolute errors measured
by MSE and PSNR, our model outperforms SRNet𝑒𝑛 when
measured by structural similarity (SSIM). This suggests
that our model tends to generate Japanese text images that
are more structurally similar to the ground truth, as illus-
trated in Figure 4. Additionally, we observe that generat-
ing Kanji characters is more challenging than generating
Katakana characters.

4.2 Quality of Scene Text Translation

To this end, we assessed the quality of our pipeline when
all modules were used together. We applied our approach
to the ICDAR 2003 scene text dataset [22]. Figure 5 illus-
trates several selected samples that were translated using
our pipeline. These samples are relatively straightforward
for our text replacement module because the detected text
regions include fewer noise elements. However, errors still
occur due to other modules. For instance, some text re-
mained in English because the text detection module failed
to detect it; other text was mistranslated owing to stylistic
features of the original text image, such as “STANFORDS”
with a mixed font style between the letter “S” and the rest.
All these observations suggest that further improvements
are needed not only in the text replacement module but also
in other components, including text detection, recognition,

and translation.

5 Conclusion and Future Works
We have presented a pipeline to translate scene text im-

ages from English to Japanese, utilizing open models, ex-
cept for the text replacement model, which was trained by
ourselves. We demonstrated that our pipeline is capable of
translating English scene text images, though it has some
limitations, such as difficulty in generating Kanji charac-
ters, inability to detect all text, and restricting detection
and translation to words rather than phrases or sentences.

There is plenty of room to improve our pipeline. First,
we aim to enhance the text replacement module by using
more synthesized training images with diverse background
scenes and Japanese Kanji characters. For text detection,
we will consider combining multiple text detection models
to ensure that all texts are translated. Furthermore, since
scene text is not always limited to individual words, we will
also explore contextual translation of phrases or sentences.

Finally, although our pipeline can be used to translate
text in videos frame-by-frame, the translation in the result-
ing video may appear inconsistent. This occurs because
certain frames may be blurry or contain non-frontal text,
posing particular challenges for text detection. Additional
modules, such as reference frame selection and text prop-
agation [18], are needed to achieve more consistent and
fluid translations in video. Addressing these challenges is
part of our future work.
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